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Connection between exponential and Poisson distributions

o Let Wy, Whs, ... be independent Exp(1) random variables. Let Wy = 0.
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Connection between exponential and Poisson distributions

o Let Wy, Whs, ... be independent Exp(1) random variables. Let Wy = 0.

@ You should think of W; as waiting times i.e. W is the time you wait before
the first event happens, W, is the time you wait between the first and second

event, and so on.
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Connection between exponential and Poisson distributions

o Let Wy, Whs, ... be independent Exp(1) random variables. Let Wy = 0.

@ You should think of W; as waiting times i.e. W is the time you wait before
the first event happens, W, is the time you wait between the first and second
event, and so on.

@ Fort >0, let
N(t) =max{i: Wy +---+ W; <t}
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Connection between exponential and Poisson distributions
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Let Wy, Wh, ... be independent Exp(1) random variables. Let Wy = 0.

You should think of W; as waiting times i.e. W is the time you wait before
the first event happens, W, is the time you wait between the first and second
event, and so on.

@ Fort >0, let

N(t) =max{i: Wy +---+ W; <t}

So, N(t) denotes the number of events that happen by time ¢.
In particular, N(0) = 0. N (0)= 0
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Connection between exponential and Poisson distributions

Let Wy, Ws, ... be independent Exp(1) random variables. Let Wy = 0.

You should think of W; as waiting times i.e. W is the time you wait before
the first event happens, W, is the time you wait between the first and second
event, and so on.

@ Fort >0, let

N(t) =max{i: Wy +---+ W; <t}

So, N(t) denotes the number of events that happen by time ¢.
In particular, N(0) = 0.
It turns out that for all t > 0,

Rondopenes< _— N( ) ~ Pois(t).
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Connection between exponential and Poisson distributions

e For all t > 0, N(t) ~ Pois(t). Why?
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Connection between exponential and Poisson distributions

@ Forall t >0, N(t) ~ Pois(t). Why?
waivng Fene Hne wa(i—mi Wme —{Er AQ-‘rS‘c
SR O s
PIN(t) = j] =P[Wi + -+ W, < t < Wy + -+ W, + W]
NN

e Forany >0,
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Connection between exponential and Poisson distributions

e Forall t >0, N(t) ~ Pois(t). Why? Winz b= (Wi r Wy )
@ For any j >0, A)

/\/W /-\/\/vv
PIN(t) =] =PWi+ -+ W, <t < Wi+ + W+ W]
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Connection between exponential and Poisson distributions

e For all t > 0, N(t) ~ Pois(t). Why?
e Forany >0,

PIN(t) =] =P[Wi + -+ W, < t < Wy + -+ W+ W]

t
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Connection between exponential and Poisson distributions

e For all t > 0, N(t) ~ Pois(t). Why?
e Forany >0,

PIN(t) =] =P[Wi + -+ W, < t < Wy + -+ W+ W]

t
— [ s (B > £~ sl
0

' s" ! (t-s)
= -s. e t=s
*/o < (n—l)!) ¢

eit ! n—1
= (n—l)!/o s""*ds
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Connection between exponential and Poisson distributions

e For all t > 0, N(t) ~ Pois(t). Why?
e Forany >0,

/f\\,/\_,/\
PIN(t) =] =P[Wi + -+ W, <t < Wy + -+ W, + W]

t
— [ s (B > £~ sl
0

' s" ! (t-s)
= -s. e t=s
*/o < (n—l)!) ¢

eit ! n—1
_(n—l)!/os ds
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Connection between exponential and Poisson distributions

For t >0, let N(t) = max{i: Wi +---+ W; < t}.

o We saw that N(t) ~ Pois(t).
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Connection between exponential and Poisson distributions

SEW
Sior = Sip 1€ ind
o
For t >0, let N(t) = max{i: Wi +---+ W; < t}. EsbsztSIw
o We saw that N(t) ~ Pois(t). AN
@ We also have for any 0 < s < t that 0 < t

N(t) — N(s) and {N(u)}o<u<s are independent.
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Connection between exponential and Poisson distributions

For t >0, let N(t) = max{i: Wi +---+ W; < t}.
o We saw that N(t) ~ Pois(t).
@ We also have for any 0 < s < t that
N(t) — N(s) and {N(u)}o<u<s are independent.

@ Why? This follows from the memorylessness property of the exponential
distribution.
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Connection between exponential and Poisson distributions

For any 0 < s < t that

N(t) — N(s) and {N(u)}o<u<s are independent.

@ Suppose N(s) = k and the arrival times before sare 0 < a3 < --- < ay <'s.
@ This just means that Wy = a1, Wi + Wo =g, ... , Wy + -+« + Wy = a.
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Connection between exponential and Poisson distributions

For any 0 < s < t that

N(t) — N(s) and {N(u)}o<u<s are independent.

@ Suppose N(s) = k and the arrival times before sare 0 < a3 < --- < ay <'s.
@ This just means that Wy = a1, Wi + Wo =g, ... , Wy + -+« + Wy = a.
o Since N(s) = k, we must have W1 > s — a.
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Connection between exponential and Poisson distributions

|_Ws
I 45 (5)= 2

For any 0 < s < t that Oww, S t
N(t) — N(s) and {N(u)}o<u<s are independent.
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Suppose N(s) = k and the arrival times before sare 0 < o3 < --- <y <'s.
This just means that Wy = a1, Wi + Wo =g, ... , Wy + -+« + Wy = a.

Since N(s) = k, we must have Wk+1'5ns — Q.

But by the memorylessness property of the exponential distribution. _
= R EXp)

PIWiry > s —op+t| Wiy >s—ag] = P[Wig > t] = e~t. ZE]
[Wit1 > s —ak +t | Wigr > s — au] = P[Wiir ]Ve\,\,

@ So, the waiting times for arrivals after s are iid Exp(1) random variables
which are independent of {N(u)}o<u<s.
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The Poisson Point Process

Let A > 0. A collection of random variables {N(s),s > 0} is said to be a Poisson
point process with rate \ if \/V\\/QT\QHA u{_ (b ie k
\ \ .

@ N(O)=0, (nORM alLge N o) s,\;lwus
@ N(t+s)— N(s) ~ Pois(\t),

@ N(t) has independent increments, i.e., for any to < t; < -+- < t,

N(t1) — N(to), N(t2) — N(t1), ..., N(t,) — N(t,—1) are independent.
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The Poisson Point Process

Let A > 0. A collection of random variables {N(s),s > 0} is said to be a Poisson
point process with rate \ if

@ N(0) =0,
@ N(t+s)— N(s) ~ Pois(\t),
@ N(t) has independent increments, i.e., for any to < t; < -+- < t,

N(t1) — N(to), N(t2) — N(t1), ..., N(t,) — N(t,—1) are independent.
We already saw above that taking Wo = 0, Wy, Wh, ... to be iid Exp(X) and
N(s) :=max{i: Wi +---+ W; <s}

gives a Poisson process with rate \.
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Uniqueness of the construction

s¥ark wirh j)-'ﬁ P‘

o Ravarge owf

. . . L
In fact, our construction of the PPP is unique. comsiochon
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Uniqueness of the construction

In fact, our construction of the PPP is unique.

o Let {N(s)}s>0 be a Poisson point process with rate . o
Let ag = 0. ‘x'l u} 4
For i >1, let a; :=inf{t: N(t) = i}. 0

So, a; is the (random) i*" arrival time i.e. the time that the i*" event happens.

Let W; = a; — aj_1 denote the (random) waiting time for the i*" event.
LN~
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Uniqueness of the construction

In fact, our construction of the PPP is unique.

Let {N(s)}s>0 be a Poisson point process with rate A.

o Let ag =0.
o Fori>1, let aj :=inf{t: N(t)=i}.
e So, a; is the (random) i*" arrival time i.e. the time that the i*" event happens.
o Let W, = a; — a;_; denote the (random) waiting time for the i*" event.
@ Then, Wi, W, ..., are iid Exp()).
W~
Tt yeacice

SIS B DIE



|
Uniqueness of the construction

Here's the idea.
o Let's look at Wiy = ajr1 — ;.
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Uniqueness of the construction

Here's the idea.

o Let's look at Wiy = ajr1 — ;. /‘f,f_i"*‘
@ By conditioning on «;, we have —n Sey Ai= <
oo - Wen7? b
P[Wiay > ] = /0 Blais —s > t | oy = slfu,(s)ds.
Olm 7 &+¢
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Uniqueness of the construction

Here's the idea.
o Let's look at Wiy = ajr1 — ;.

@ By conditioning on «;, we have

P[Wiis > f] = / Plais — s> t| ai = s]fu, (s)ds.
0

@ Note that
/\_/\/'v
ai+1—5>t|a,-:5<:> N(S+t)_N(5):O|N(s):/
NNV
~ Pocs (s -8) = Rous(l)
e _ P (QocsCer=0l = e7F
VoL Wen 2 E’g = L
3 ::‘SJE
m
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Uniqueness of the construction

Here's the idea.
o Let's look at Wiy = ajr1 — ;.

@ By conditioning on «;, we have

P[Wiis > f] = / Plais — s> t| ai = s]fu, (s)ds.
0

@ Note that

ajip1—s>t|laj=s < N(s+t)—N(s)=0]| N(s)=1.

@ But by the independent increment property,

P[N(s+t) — N(s) =0 | N(s) = i] =P[N(s+ t) — N(s) = 0]
= P[Pois(\t) = 0]
e
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Uniqueness of the construction

@ This shows that the waiting times Wy, W5, ... have Exp()) distribution,
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Uniqueness of the construction

@ This shows that the waiting times Wy, W5, ... have Exp()) distribution,

@ As for independence, note that we actually showed that for all s,

]P)[VV,'Jrl >t | o = S] = e M,
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Uniqueness of the construction

@ This shows that the waiting times Wy, W5, ... have Exp()) distribution,
@ As for independence, note that we actually showed that for all s,

]P)[VV,'Jrl >t | o = S] = e M,

@ Since by the independent increments property,
P[V‘/,url >t | o :S] :P[VV,'+1 >t | Qf =S, Qi1 = *,...,001 :*],

this shows that W, 1 = aj+1 — «; is independent of ag, ..., a;, and hence of
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Infinitesimal description of the PPP

Here is another equivalent (although a bit informal) “infinitesimal” description of
the Poisson point process with rate \.
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Infinitesimal description of the PPP

Here is another equivalent (although a bit informal) “infinitesimal” description of

the Poisson point process with {fate \\ ]
— o Same  intepeetakor-

@N(t) is the number of points in [0, t]. o J J J

@ P[there is a point in [t,t + dt]] = X - dt.
(@ The number of points in disjoint intervals are independent.
A8 Hhe fote ab which grts
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Infinitesimal description of the PPP

Here is another equivalent (although a bit informal) “infinitesimal” description of
the Poisson point process with rate A.
pont p (") 2 0)=0

@ N(t) is the number of points in [0, t]. (?2) N(D) — N (s)
o P[there is a point in [t,t + dt]] = \ - dt. ~ Pors (A {k—-g\\

@ The number of points in disjoint intervals are independent(?z) ind. IACR.

Idea: the second and third conditions, together with the Poisson approximation of
the Binomial distribution show that indeed, for any 0 < s < t,

w (vv\-.u@#f:S aach N(t) — N(s) ~ Pois(A(t — s)),
S
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Infinitesimal description of the PPP

Here is another equivalent (although a bit informal) “infinitesimal” description of
the Poisson point process with rate \.

e N(t) is the number of points in [0, t].
@ P[there is a point in [t,t + dt]] = X - dt.

@ The number of points in disjoint intervals are independent.

Idea: the second and third conditions, together with the Poisson approximation of
the Binomial distribution show that indeed, for any 0 < s < t,

N(t) — N(s) ~ Pois(A(t — s)),

and the third condition guarantees independence of increments.
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The Inhomogeneous PPP

@ In many situations, the condition
P[there is a point in [t,t + dt]] = X\ - dt

is unrealistic.

SIS B Y



|
The Inhomogeneous PPP

@ In many situations, the condition
P[there is a point in [t,t + dt]] = X\ - dt
is unrealistic.

@ For instance, more phone calls start during the day than in the middle of the
night.
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The Inhomogeneous PPP

@ In many situations, the condition
P[there is a point in [t,t + dt]] = X\ - dt
is unrealistic.

@ For instance, more phone calls start during the day than in the middle of the
night.

@ In such cases, one can consider the more general condition

P[there is a point in [t, t + dt]] = A(t) - dt.
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The Inhomogeneous PPP

The inhomogeneous PPP may be described infinitesimally by (é/lm
e N(t) is the number of points in [0, t]. OK_QSCNP*"'O'V\
@ P[there is a point in [t, t + dt]] = A\(t)dt. < fnhoMo\TJ‘&IS
@ The number of points in disjoint intervals are independent. Iﬂ_’]}

5 wh o adout

N (kas) - \\T(s\

A \g*\'aﬂﬂnﬂ-e(ﬂ .
5 \e AWs olfo Tolecen SonM chie¥
. AP YE 4 P
—  (ndeed, G+ < ks ¢ 4

NI oS(s) ~ Docs (g/\{u)dtk

SIS B )i



|
The Inhomogeneous PPP

The inhomogeneous PPP may be described infinitesimally by
e N(t) is the number of points in [0, t].
o P[there is a point in [t, t + dt]] = A\(t)dkt.
@ The number of points in disjoint intervals are independent.
By the Poisson approximation of the Binomial distribution, for any 0 < s < ¢,

N(t) — N(s) ~ Pois < / t )\(u)du) .

Why?
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The Inhomogeneous PPP

The inhomogeneous PPP may be described infinitesimally by
e N(t) is the number of points in [0, t].
o P[there is a point in [t, t + dt]] = A\(t)dkt.
@ The number of points in disjoint intervals are independent.
By the Poisson approximation of the Binomial distribution, for any 0 < s < ¢,

N(t) — N(s) ~ Pois < / t )\(u)du) .

Why?

At —n1)

+ .-+ Ber =k

P[N(t) — N(s) = k] ~ P | Ber @ + Ber A(s%rl)
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The Inhomogeneous PPP

The inhomogeneous PPP may be described infinitesimally by
e N(t) is the number of points in [0, t].
o P[there is a point in [t, t + dt]] = A\(t)dkt.
@ The number of points in disjoint intervals are independent.
By the Poisson approximation of the Binomial distribution, for any 0 < s < ¢,

N(t) — N(s) ~ Pois < / t )\(u)du) .

Why? 74 .

IP’[N(t)—N(s):k]zIP’{Ber$+8er/\(“g+’7_l)+~n+8er/\(t+n_l)zk}

~p {Pois (@ N AMs+n?) N At — n*l)) _ k}
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The Inhomogeneous PPP

The inhomogeneous PPP may be described infinitesimally by
e N(t) is the number of points in [0, t].
o P[there is a point in [t, t + dt]] = A\(t)dkt.
@ The number of points in disjoint intervals are independent.
By the Poisson approximation of the Binomial distribution, for any 0 < s < ¢,

N(t) — N(s) ~ Pois < / t )\(u)du) .

Why?
P[N(t) — N(s) = k] ~ P _Ber¥+serm+”_l)+m+serm+”_l) - k}
~P :Pois (@ + ’\(51”71) 4 Al _’1,771)) - k}
~P :Pois (/:)\(u)du> = k] :
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Construction of inhomogeneous PPP

Let . .
A(s, t) ::/ Myde. Ao E) = {)\wda

(o]

(\/\/\/\N
e N(t) = N"™(A(0, t)) is an inhomogeneous PPP, where NM°™(.) is a
(homogeneous) PPP with rate 1. Why? W

A S_\’\-(D-)'T- 0
NV\OW\ (ho \'N}-)

N .

(*) ind inc is cens (Nlc
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Construction of inhomogeneous PPP

Let

A(s, 1) = / Mu)d.

e N(t) = N"™™(A(0,t)) is an inhomogeneous PPP, where N'™(.) is a
(homogeneous) PPP with rate 1. Why?

Clearly N(0) =0 and N(t) has independent increments. As for the
distribution, note that

N(t + dt) — N(t) = N"™(A(0, t 4 dt)) — N"™(A(0, t))
\NANAN—

NN AlE) ok
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Construction of inhomogeneous PPP

Let

A(s, 1) = / Mu)d.

e N(t) = N"™™(A(0,t)) is an inhomogeneous PPP, where N'™(.) is a
(homogeneous) PPP with rate 1. Why?

Clearly N(0) =0 and N(t) has independent increments. As for the
distribution, note that
N(t + dt) — N(t) = N"™(A(0, t 4 dt)) — N"™(A(0, t))
~ N™™(A(0, t) 4+ A(t)dt) — N"°™(A(0, t))
N (s ds)
e (s) ”,'/‘;
= A
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Construction of inhomogeneous PPP

Let

A(s, 1) = / Mu)d.

e N(t) = N"™™(A(0,t)) is an inhomogeneous PPP, where N'™(.) is a
(homogeneous) PPP with rate 1. Why?

Clearly N(0) =0 and N(t) has independent increments. As for the
distribution, note that
N(t + dt) — N(t) = N"™(A(0, t 4 dt)) — N"™(A(0, t))
~ N™™(A(0, t) 4+ A(t)dt) — N"°™(A(0, t))
~ A\(t)dt.
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