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Recap

The inhomogeneous PPP may be described infinitesimally by
e N(t) is the number of points in [0, t].
o P[there is a point in [t, t + dt]] = A(t)dt i.e., .
o PIN(t+¢)— N(t) = 0] = 1 — e+ ofc). @wllemantory case: no foh
o P[N(t +¢) — N(t) = 1] = Ae + 0(€). exoacky one pount
o P[N(t+¢) — N(t) > 1] = o(e)
where o(e)/e — 0 as ¢ — 0.

) moRe phan one point

@ The number of points in disjoint intervals are independent./,‘ N Lan OQ
NN Haus
We saw that for any 0 < s < t, N(t) — N(s) ~ Pois (fst /\(u)du) ) ?o\'SSOI\

Construction: N(t) = N"™(A(0, t)) is an inhomogeneous PPP, where N"™(.) is
a (homogeneous) PPP with rate 1. ALo,6) = {:g ACu) g

Homogeneous case: Taking A\(t) = \ gives a (hom%geneous) PPP of rate A, in
which case the waiting (interarrival) times are i.i.d. Exp(\) (not true in the
\/\/\/\.

general inhomogeneous case). \ \
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Superposition of Poisson processes

Let Ny(t),..., Nk(t) be independent Poisson processes with rates Aq, ..., Ax.
@ Then, Nyi(t) + -+ + Nk(t) is a Poisson process with rate Ay + -+ + Ag.
o Why?
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Superposition of Poisson processes

(M) N(0)= M2): )
(93) = ind- + "‘CMMLM-S N(L) -9(8) P (Me=5)
Let Ny(t),..., Nk(t) be independent Poisson processes with rates Aq, ..., Ax.

@ Then, Nyi(t) + -+ + Nk(t) is a Poisson process with rate Ay + -+ + Ag.
@ Why? Recall properties (P1), (P2), (P3) from last lecture.
e (P1) and (P3) are immediate.
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Superposition of Poisson processes

Let Ny(t),..., Nk(t) be independent Poisson processes with rates Aq, ..., Ax.
@ Then, Nyi(t) + -+ + Nk(t) is a Poisson process with rate Ay + -+ + Ag.
@ Why? Recall properties (P1), (P2), (P3) from last lecture.
e (P1) and (P3) are immediate.
@ As for (P2), for any s < t

Ny(t) + -+ Ni(t) = (No(s) + - - + Nk(s))
= (Na(t) = Ni(s)) + -+ - + (Ni(2) = Nie(s))
~ Pois(A1(t — 5)) + - - - 4+ Pois( Ak (t — 5))
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Superposition of Poisson processes

Let Ny(t),..., Nk(t) be independent Poisson processes with rates Aq, ..., Ax.
@ Then, Nyi(t) + -+ + Nk(t) is a Poisson process with rate Ay + -+ + Ag.
@ Why? Recall properties (P1), (P2), (P3) from last lecture.
e (P1) and (P3) are immediate.
@ As for (P2), for any s < t

Ni(t) + -+ Ni(t) — (Na(s) + - + Ni(s))

= (Na(t) = Na(s)) + "'+(’Vk(t)—’Vk(5))
~ Pois(A1(t — 5)) + - - - 4+ Pois( Ak (t — 5))
~ Pois((A1 + -+ + )\k)(t —5)).
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Poisson thinning

Let {N(s)}s>0 denote a Poisson process with rate .
Let a1, ap,... denote the (random) “arrival times".
Let Y1, Yo, ... denote a sequence of iid random variables.

For each j € supp(Y1), let p; = P[Y1 = j]

For each j € supp( Y1), define

Ni(s) = I{i € {L2..... [N(s)]} : Vi = j}1.

?—(t—) \ o Oh Xz, oy
7, ¥___;{,__——->e—/)ifa-)K
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Poisson thinning

Let {N(s)}s>0 denote a Poisson process with rate .
Let a1, ap,... denote the (random) “arrival times".
Let Y1, Yo, ... denote a sequence of iid random variables.

For each j € supp(Y1), let p; = P[Y1 = j]

For each j € supp( Y1), define

Ni(s) = I{i € {L2..... [N(s)]} : Vi = j}1.

\zar if\&"“ksw'l
CI& ,
e Then, /' datc o
o {N;(s)}s>o is a Poisson process with rate p;A and
o {Ni(s)}s>0, {N2(s)}s>0, ... are independent.
\\35_ ( 'Ck')': ¥

\? (N\(‘:“:¥l N‘(E‘L)’. A ...
) N"-(gf‘):*:'—',NL(Sﬂ’\:*)
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Poisson thinning

@ Why? Can check by direct calculation, but for intuition, consider the case
when Y ~ Ber(p).
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Poisson thinning

@ Why? Can check by direct calculation, but for intuition, consider the case
when Y ~ Ber(p).

@ From the infinitesimal description, it is clear that Ny(t) is a PPP with rate
(1 — p)A and Ny(t) is a PPP with rate pA.
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Poisson thinning

@ Why? Can check by direct calculation, but for intuition, consider the case
when Y ~ Ber(p).

@ From the infinitesimal description, it is clear that Ny(t) is a PPP with rate
(1 — p)A and Ny(t) is a PPP with rate pA.

@ For independence, note that A wts +hot HmE 1S (-plrat

P[Np has a point in[t, t 4+ dt] | Ny has a point in[t, t + dt]]
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Poisson thinning

@ Why? Can check by direct calculation, but for intuition, consider the case
when Y ~ Ber(p).

@ From the infinitesimal description, it is clear that Ny(t) is a PPP with rate
(1 — p)A and Ny(t) is a PPP with rate pA.

@ For independence, note that

P[Np has a point in[t, t 4+ dt] | Ny has a point in[t, t + dt]]
_ P[Ng and Ny have points in [t, t + dt]]

‘f&g't - ® l’NI h&S o ||°(M' i“rtl':”'”“’]}'
o ok der h

compuie S + aumeeshr wp o
' in db, N1 x
e %.\u- odal in ( @) +--
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Poisson thinning

@ Why? Can check by direct calculation, but for intuition, consider the case
when Y ~ Ber(p).

@ From the infinitesimal description, it is clear that Ny(t) is a PPP with rate
(1 — p)A and Ny(t) is a PPP with rate pA.

@ For independence, note that

P[Np has a point in[t, t 4+ dt] | Ny has a point in[t, t + dt]]
_ P[Ng and Ny have points in [t, t + dt]]

P
~ (paar) - (| O | 50 75) + (i) + ol(at))

0 rﬁ{*\ noS 2 Po;,\lf_( n (g -l——vdl-_]l

A *
= 9 l‘gog(me):ﬂ - e (f‘*/%l)
2.
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Poisson thinning

@ Why? Can check by direct calculation, but for intuition, consider the case
when Y ~ Ber(p).

@ From the infinitesimal description, it is clear that Ny(t) is a PPP with rate
(1 — p)A and Ny(t) is a PPP with rate pA.

@ For independence, note that

P[Np has a point in[t, t 4+ dt] | Ny has a point in[t, t + dt]]
_ P[Ng and Ny have points in [t, t + dt]]

pAdt
~ -1 —\dt ()‘dt)' 2
~ (o) (Qj\; CF5 b))+ ol0a) )

~ (1 — p)Adt
= P[Np has a point in [t, t + dt]].

ApC-p)

_@_ (—or\e ped & ane j'ﬂflr\
en (teaald] .

= 20Cp). p-AdE (dt)
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Poisson thinning

The analogous result also holds in the inhomogeneous case using the same
argument.
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Poisson thinning

The analogous result also holds in the inhomogeneous case using the same
argument.

o Let {N(s)}s>0 denote an inhomogeneous PPP with rate A(s).

@ Let {Y(s)}s>0 denote a collection of independent random variables, each
with support {1,..., k}. L

o Let o, Q.. denote the random arrival times.

o For j=1,...,k, define

Ni(s) == [{i € {1,2,..., [N(s)]} : Y(ai) = j}I.
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Poisson thinning

The analogous result also holds in the inhomogeneous case using the same
argument.

o Let {N(s)}s>0 denote an inhomogeneous PPP with rate A(s).

@ Let {Y(s)}s>0 denote a collection of independent random variables, each
with support {1,..., k}.
o Let a1, ap,... denote the random arrival times.

o Forj=1,..., k, define
Ni(s) = |{i € {1,2,...,[N(s)]} : Y(cv) =j}|
s Stds )\(S-)ds

@ Then, " Q[\((C) J]

o Nj(s) is an inhomogeneous PPP with rate )\( )]P’[Y(s) =J].
o {Ni(s)}s>0,- .-, {Nk(s)}s>0 are independent processes
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Example

ol e et ® 1A

Example 2.5 from Durrett. Given a Poisson process of red arrivals with rate A
and an independent Poisson process of green arrivals with rate p, what is the
probability that we will get 6 red arrivals before a total of 4 green ones?

vdea:® Uitw Red 8 j&uw\ TP_P
¢ Fhinngd  vecsvonS 0{1-
a CO MWV N 2ﬂ9

derall: NO(E)  Ihos pote (}\‘\‘}A)

- - A —?_Mr\:|°_/_4_'1/
R\ eed] S U FyA
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Example

Example 2.5 from Durrett. Given a Poisson process of red arrivals with rate A
and an independent Poisson process of green arrivals with rate p, what is the
probability that we will get 6 red arrivals before a total of 4 green ones?
Step 4 ¥ marge "wwa ke reng
o Equivalently, at least 6 red arrivals in the first 9.

in q cocn Avsses

‘)v\ec«lz = L

A pA
QC 26 heasd = .
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Example

Example 2.5 from Durrett. Given a Poisson process of red arrivals with rate A
and an independent Poisson process of green arrivals with rate p, what is the
probability that we will get 6 red arrivals before a total of 4 green ones?

o Equivalently, at least 6 red arrivals in the first 9.

@ By thinning,

e 20 () @)
(’%p.qomp(f/\
P peo + ?jﬂeer = 4
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*x t _ s. o
—_—— ® Ceou lacks i wwme < al = 61(8) cdaln lang #hS.

Example 2.4 from Durrett. Consider a model of telephone traffic in which the
system starts empty at time 0. Suppose that the starting times of the calls is a

Poisson process with rate A and that the probability a call started at time s has
ended by time t is G(t — s), where G is some CDF with G(0) = 0 and mean p.
What is the distribution of the number of calls still in progress at time t? ¢a(lg

o Call starting at time « € [0, t] is kept with probability (1 — G(t — «)). a*¢

fnd.
@ Therefore, by thinning, number of calls in progress at time t is Poisson with
mean , — ‘/CWH\ :’ of vops
/ AM1— G(t—s))ds = )\/ (1 - G(r))dr.
5=0 U\ NN r=0

@ Let t — oo to see that in the long run, the number of calls in the system is
Poisson with mean —a Wow can 7T W

-

x § )\/ P(G > r)dr = M. s coll in ™y 0

r—)%—v— r=0 ey ot e ©
£ .

0 fr‘rob M‘. Havs * 1 mmuck S-Hr\:o Zk[_'o.-'c]
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-

8/12



Compound Poisson processes

Each of the ‘thinned’ Poisson processes is a special case of a compound Poisson
process.

o Let {N(s)}s>0 denote a Poisson process with rate .

o Let o, ap, ... denote the (random) “arrival times”.
o Let Y, Y5,... denote a sequence of iid random variables. Let Yy = 0.
o Let

S(t)=Yo+ Y+ + Yy
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Compound Poisson processes

Each of the ‘thinned’ Poisson processes is a special case of a compound Poisson
process.

o Let {N(s)}s>0 denote a Poisson process with rate .

o Let o, ap, ... denote the (random) “arrival times”.

o Let Y, Y5,... denote a sequence of iid random variables. Let Yy = 0.
o Let

o SO=Yo+Yit+- 4 Vi
Tordw S w( pondow 4 oF Svmmends .

Then, E[S(t)] = E[Y1] - E[N(t)] by the same argument as for branching
processes.
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Compound Poisson processes

Each of the ‘thinned’ Poisson processes is a special case of a compound Poisson
process.

o Let {N(s)}s>0 denote a Poisson process with rate .

o Let o, ap, ... denote the (random) “arrival times”.
o Let Y, Y5,... denote a sequence of iid random variables. Let Yy = 0.
o Let

S(t)=Yo+ Y+ + Yy

Then, E[S(t)] = E[Y1] - E[N(t)] by the same argument as for branching
processes.

Also, by the same argument as on this week's homework,

Var[S(t)] = E[N(t)] - Var(Y;) + Var[N(t)] - E[Y4]2.
SV = 2, Ny 2, o= ¢

SIS 27 DI



Poisson conditioning

\/\ow\or&ﬂr\%us case

o Let {N(s)}s>0 be a Poisson process with rate A.

o Let aj,ay,..., denote the (random) “arrival times”.
o Conditioned on N(t) = n, what is the distribution of a1, ..., a,?
fy
S S
Pt T #nepe ore \00 foinis

Pue what'e e Ass Awbuakion )
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Poisson conditioning

Let {N(s)}s>0 be a Poisson process with rate A.

Let a1, g, ..., denote the (random) “arrival times”.

Conditioned on N(t) = n, what is the distribution of ay, ..., a,?

@ It turns out that
{ag,...;an} ~{ur, ..., U},

where uy, ..., u, are iid uniformly distributed in [0, t].
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Poisson conditioning

Let {N(s)}s>0 be a Poisson process with rate A.

Let a1, g, ..., denote the (random) “arrival times”.

Conditioned on N(t) = n, what is the distribution of ay, ..., a,?

@ It turns out that
{ag,...;an} ~{ur, ..., U},

where uy, ..., u, are iid uniformly distributed in [0, t].

Why? Again, this is intuitive from the infinitesimal description of the process.
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Poisson conditioning

oy o oln, oy N,\

—t—— } b
Formally, i ‘G'q."\;/: war
Plarrival times av, ..., | N(t) = n]

=P[N(t) = n] 'PWy = ay,..., Wy = ap — an_1, W1 > t — ]
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Poisson conditioning

Formally,

Plarrival times av, ..., | N(t) = n]
=P[N(t) = n] 'PWy = ay,..., Wy = ap — an_1, W1 > t — ]
= P[N(t) = n] The 1. .. Ne  Manmana) . gmAltman)

/\e—h/e— 7‘}4{"“!’) e 7~
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Poisson conditioning

R (N =) = Qs Doc (AE) =Y

Formally, - _ A "
Y ¢ 7 (M%)
Plarrival times av, ..., | N(t) = n] n!

=P[N(t) = n] 'PWy = ay,..., Wy = ap — an_1, W1 > t — ]
= P[N(t) = n] The 1. .. Ne  Manmana) . gmAltman)

= B(N(t) = ] Ae T, ‘
N\ AN —_— — d\'S\l\/"‘w\*“o’v\ Og—- s
which does not depend on ag, ..., a,. JUNERY um 2y wa for
_ n . _
(o - op) € [o,¢3" in Coed

b esin s (Y™ ) Jackon from
preid + ot (2 sy () M'px‘ftowc\wahf:d
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Example: simulating a PPP

Here is a practical application of Poisson conditioning.
@ How might one generate (on a computer) a PPP with rate A in the time
interval [0, t]?

HEPRCOPE NS
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Example: simulating a PPP

Here is a practical application of Poisson conditioning.
@ How might one generate (on a computer) a PPP with rate A in the time
interval [0, t]?
@ Poisson conditioning shows that we can do this in two easy steps.
o First, generate N(t) ~ Pois(\t).

o Next, generate au, ..., ap iid uniformly in [0, t].

con also oo S of\‘vj
UUA 2% wou'lr\‘r;? N2
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